
SIAM International Conference on Data Mining 
(SDM 2024)

Heterogeneity in Federated Learning

Jiaqi Wang & Fenglong Ma
College of Information Sciences and Technology
The Pennsylvania State University
jqwang@psu.edu, fenglong@psu.edu



Content

• Part 1: Federated Learning Introduction 
• Part 2: Data/Statistical Heterogeneity
• Part 3: Model Heterogeneity 
• Part 4: System Heterogeneity 
• Part 5: Conclusion and Future Work

2



Part 1

• Part 1: Federated Learning Introduction
• Part 2: Data/Statistical Heterogeneity 
• Part 3: Model Heterogeneity 
• Part 4: System Heterogeneity
• Part 5: Conclusion and Future Work

3



Centralized Learning

4

Upload
Data

Upload Data

Upload
Data

Training

Model

Client Client Client Client

DATAServer



Data Privacy Issue

5

Upload
Data

Upload Data

Upload
Data

Training

Model

Client Client Client Client

DATAServer



Data Privacy Laws

6



Federated Learning

• Federated Learning (FL) 
aims to collaboratively 
train a machine learning 
(ML) model while keep 
the data decentralized.

7
McMahan et al. "Communication-efficient learning of deep networks from decentralized data." Artificial intelligence 
and statistics. PMLR, 2017. 
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We would like the final aggregated model to
be as good as the centralized solution

(ideally), or at least better than what each
client can learn on its own



Taxonomy

• Cross-device vs. Cross-silo FL
• Number of clients

• Vertical vs. Horizontal FL
• Feature and sample

• Server-orchestrated vs. Fully-decentralized FL
• Central server
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Cross-device vs. Cross-silo Federated Learning

13

Cross-device Cross-silo

1. Massive number of clients (up to 1010)
2. Small dataset per client (could be size 1)
3. Limited availability and reliability
4. Some clients may be malicious

1. 2-100 clients
2. Medium to large dataset per client
3. Reliable clients, almost always available
4. Clients are typically honest

Active Ratio 100%10% − 20% 
𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜



Horizontal vs. Vertical Federated Learning

• Horizontal FL:
• Same feature space
• Different sample space
• Example: two banks may have different users 

from different regions, but their features can be 
same, e.g., job, age, gender, and credit score.

14
Yang et al. " Federated machine learning: Concept and applications." ACM Transactions on Intelligent Systems and 
Technology (TIST), 2019.

• Vertical FL:
• Different feature space
• Same sample space
• Example: a group of users have Facebook accounts and 

Amazon accounts. Facebook and Amazon have different 
features of the same group of users.

Sample-
based FL

Feature-
based FL



Server-orchestrated vs. Fully decentralized Federated Learning
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Server-
orchestrated 

FL

Fully 
decentralized FL

1. Server-client communication
2. Global coordination, global aggregation
3. Server is a single point of failure and may 

become a bottleneck

1. Client-to-client communication
2. No global coordination, local aggregation
3. Naturally scales to a large number of clients



Core Challenges of Federated Learning

• Communication Efficiency

• Privacy Concerns

• Heterogeneity
• Data/Statistical Heterogeneity
• Model Heterogeneity
• System Heterogeneity

16
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Data/Statistical Heterogeneity

17

IID vs. non-IID for MNIST dataset Patient geographical distribution across states in US 

Independent 
and Identically 

Distributed



Model Heterogeneity

18

Sub-model training

Train a large 
global model with 
heterogenous 
clients

𝐺𝐺

Sub-
models 
of G

Heterogeneous model aggregation

Enhance the performance of each client model 
through collaborative learning without modifying client 
model structures



System Heterogeneity

19

Devices may vary in terms of network connection, power, and hardware. Moreover, some of the devices may 
drop at any time during training.

Li et al. " Federated Learning: Challenges, Methods, and Future Directions." IEEE signal processing magazine, 2020.



A Baseline Algorithm: FedAvg

• Each client k holds a dataset 𝐷𝐷𝑘𝑘 of 𝑛𝑛𝑘𝑘 
samples

• Let 𝐷𝐷 = 𝐷𝐷1 ∪ ⋯∪ 𝐷𝐷𝐾𝐾 be the join 
dataset and 𝑛𝑛 = ∑𝑘𝑘 𝑛𝑛𝑘𝑘 the total number 
of samples

• Empirical risk minimization: 

20
McMahan et al. "Communication-efficient learning of deep networks from decentralized data." Artificial intelligence 
and statistics. PMLR, 2017. 

Server

Client 1 Client 2 Client K-1 Client K

⋯
𝐷𝐷1 𝐷𝐷2 𝐷𝐷𝐾𝐾−1 𝐷𝐷𝐾𝐾 𝐹𝐹 𝜃𝜃;𝐷𝐷 = �

𝑘𝑘=1

𝐾𝐾
𝑛𝑛𝑘𝑘
𝑛𝑛
𝐹𝐹𝑘𝑘(𝜃𝜃;𝐷𝐷𝑘𝑘) 𝐹𝐹𝑘𝑘 𝜃𝜃;𝐷𝐷𝑘𝑘 = �

𝑑𝑑∈𝐷𝐷𝑘𝑘

𝑓𝑓(𝜃𝜃;𝑑𝑑)

𝜃𝜃 ∈ ℝ𝑝𝑝 are model parameters



FedAvg

• For 𝐿𝐿 = 1 and 𝜌𝜌 = 1, it is equivalent to classic parallel SGD: updates are aggregated, and the 
model synchronized at each step

• For 𝐿𝐿 > 1: each client performs multiple local SGD steps before communicating

21
McMahan et al. "Communication-efficient learning of deep networks from decentralized data." Artificial intelligence 
and statistics. PMLR, 2017. 
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Approaches

• Regularization
• FedProx

• Clustering

• Data Augmentation

• Multimodal Disentanglement

23



FedProx

• Drawbacks of FedAvg
• Different devices in federated 

networks often have different 
resource constraints in terms of the 
computing hardware, network 
connections, and battery levels

• Unrealistic to force each device to 
perform a uniform amount of work 

24
Li et al. "Federated optimization in heterogeneous networks." Proceedings of Machine learning and systems 2 
(2020): 429-450.

Running the same number of local epochs for all 
clients



FedProx
• Add a proximal term to the local subproblem to effectively limit the 

impact of variable local updates

• It addresses the issue of statistical heterogeneity by restricting the local updates to be closer 
to the initial (global) model without any need to manually set the number of local epochs.

• It allows for safely incorporating variable amounts of local work resulting from systems 
heterogeneity.

25
Li et al. "Federated optimization in heterogeneous networks." Proceedings of Machine learning and systems 2 
(2020): 429-450.

The aggregated model 
from the server at time t.



FedProx

26
Li et al. "Federated optimization in heterogeneous networks." Proceedings of Machine learning and systems 2 
(2020): 429-450.

K: Selected clients
T: Communication round
𝜇𝜇, 𝛾𝛾: Hyperparameters
𝑤𝑤0: Initialized model
N: # of clients

𝑝𝑝𝑘𝑘 =
𝑛𝑛𝑘𝑘
𝑛𝑛

No number of 
local steps L



FedProx

• Results

27
Li et al. "Federated optimization in heterogeneous networks." Proceedings of Machine learning and systems 2 
(2020): 429-450.



FedProx

• Results

28
Li et al. "Federated optimization in heterogeneous networks." Proceedings of Machine learning and systems 2 
(2020): 429-450.



Approaches

• Regularization
• FedProx

• Clustering
• FedSEM

• Data Augmentation

• Multimodal Disentanglement
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FedSEM
• Existing FL approaches 

• Update a single global model to 
capture the shared knowledge of all 
users by aggregating their gradients, 
regardless of the discrepancy 
between their data distributions.

• Solution
• A mixture of multiple global models 

could capture the heterogeneity 
across various clients if assigning 
the client to different global models 
(i.e., centers) in FL.

30
Long et al. "Multi-center federated learning: clients clustering for better personalization." World Wide Web 26.1 
(2023): 481-500.



FedSEM

• The multi-center FL problem can be 
formulated as joint optimization 
problem:

31
Long et al. "Multi-center federated learning: clients clustering for better personalization." World Wide Web 26.1 
(2023): 481-500.

Multi-center assignment at the server end.

The parameters of the 
aggregated model for 
cluster-k.

• On each node-i: optimize      , while fixing others;
• On the server: optimize       ,        while fixing all the local models.



FedSEM

32
Long et al. "Multi-center federated learning: clients clustering for better personalization." World Wide Web 26.1 
(2023): 481-500.



FedSEM
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FedSEM

34
Long et al. "Multi-center federated learning: clients clustering for better personalization." World Wide Web 26.1 
(2023): 481-500.
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• Data Augmentation
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FedCovid

• Predicting Covid-19 vaccination with
federated learning using electronic 
health records (EHR)

• Each state in US is a client.

• Challenges
• EHR data are heterogeneous.

36
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.
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FedCovid

• Data Imbalanced Heterogeneity

38
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.



FedCovid

39
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.



FedCovid

40
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.

• Embedding Numerical and Categorical Features

• Embedding Sequential Visit Data
Age information Brand information

Visit information
• Adaptive Embedding Fusion



FedCovid

41
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.

• EHR Data Augmentation
• Hybrid Local Training

Representation matrix of the augmented positive data
Pair-wise margin loss:

Final hybrid loss:

Number of model parameters



FedCovid

42
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.

• Server Update: Client Size-aware Aggregation

Number of model 
parameters

• Ordinal Training Strategy:
o First train clients with larger size and then train small 

clients
o For the small client training, we lower the number of 

training epochs and learning rate.

We try to lower the negative effect caused by the smaller clients.



FedCovid

43
Wang et al. “Towards federated covid-19 vaccine side effect prediction.” Joint European Conference on Machine 
Learning and Knowledge Discovery in Databases (ECML-PKDD). 2022.



Approaches

• Regularization
• FedProx

• Clustering
• FedSEM

• Data Augmentation
• FedCovid

• Multimodal Disentanglement
• Harmony
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Harmony

• Federated multi-modal sensing systems

45
Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023



Harmony

46
Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023

Multi-modal nodes train 
multiple single-modal networks.

The server clusters the nodes 
according to the modality biases and 

aggregates the classifier in each 
cluster.



Harmony

47
Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023

• Disentangled Model Training: The multi-modal nodes will train 
multiple single-modal networks rather than multi-modal fusion 
networks.

• Parallel Unimodal Federated Learning: After disentangling the 
training of multi-model models, all nodes will train and upload 
single-modal networks in modality-wise FL



Harmony

48
Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023

• Measuring Modality Bias via Encoder Discrepancy: the multi-modal networks of 
different nodes may show substantial bias toward different modalities. They 
propose to measure and leverage such modality biases in different multi-modal 
networks.

• Cluster-based Fusion Aggregation: the server 
will cluster the nodes according to their modality 
biases and aggregate the classifier layers with each 
cluster.
o First normalize the encoder discrepancy value 

of each modality among all nodes.
o K-means cluster: the server will aggregate the 

classifiers of multi-modal nodes within the 
same cluster.

Figure 7: Visualization of encoder 
discrepancy vectors of multi-modal 
nodes. The nodes are grouped into 
three clusters based on the encoder 
discrepancy.



Harmony
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Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023



Harmony

50
Ouyang et al. “Harmony: Heterogeneous Multi-Modal Federated Learning through Disentangled Model Training.” 
Proceedings of the 21st Annual International Conference on Mobile Systems, Applications and  (MobiSys), 2023



Approaches

• Regularization
• FedProx

• Clustering
• FedSEM

• Data Augmentation
• FedCovid

• Multimodal Disentanglement
• Harmony

51



Part 3

• Part 1: Federated Learning Introduction
• Part 2: Data/Statistical Heterogeneity
• Part 3: Model Heterogeneity 
• Part 4: System Heterogeneity
• Part 5: Conclusion and Future Work

52



Model Heterogeneity

53

Sub-model training (partial heterogeneity)

Train a large 
global model with 
heterogenous 
clients

𝐺𝐺

Sub-
models 
of G

Heterogeneous model aggregation (complete heterogeneity)

Enhance the performance of each client model 
through collaborative learning without modifying client 
model structures



HeteroFL

54
Diao et al. “HeteroFL: Computation and communication efficient federated learning for heterogeneous clients.” 
International Conference on Learning Representations, 2021. 

• Based on different clients' capacity, 
the server sends different sizes of 
the models to  the clients.

• HeteroFL does aggregation for each 
part according to the client 
participation.

In this example, there are 6 clients including a large client, 
2 medium clients, and 3 small clients.



HeteroFL

• Computation
complexity levels

55
Diao et al. “HeteroFL: Computation and communication efficient federated learning for heterogeneous clients.” 
International Conference on Learning Representations, 2021. 

a 1.0

b 0.5

c 0.25

d 0.125

e 0.0625

All the model
parameters

≈Logistic
regression



FedRolex

56
Alam et al. “FedRolex: Model-Heterogeneous Federated Learning with Rolling Sub-Model Extraction.” 36th 
Conference on Neural Information Processing Systems, 2022. 

Existing PT-based methods: The sub-models are extracted in ways (either random or static) such
that the parameters of the global server model are not evenly trained. This makes the server
model vulnerable to client drift induced by the inconsistency between individual client model and
server model architectures–a unique challenge of model-heterogeneous FL.



FedRolex

• Model-heterogeneous with 
rolling sub-model extraction. 

• The aggregation still follows 
the FedAvg-based approach, 
which covers the overlapping 
and non-overlapping part.

57
Alam et al. “FedRolex: Model-Heterogeneous Federated Learning with Rolling Sub-Model Extraction.” 36th 
Conference on Neural Information Processing Systems, 2022. 



FedRolex

• Two sub-model extraction strategies

58
Alam et al. “FedRolex: Model-Heterogeneous Federated Learning with Rolling Sub-Model Extraction.” 36th 
Conference on Neural Information Processing Systems, 2022. 



FedRolex

• Global model accuracy

59
Alam et al. “FedRolex: Model-Heterogeneous Federated Learning with Rolling Sub-Model Extraction.” 36th 
Conference on Neural Information Processing Systems, 2022. 



Summary of Partial Heterogeneity
• Strong constraints of the clients’ models’ structures. Clients may 

not be able to utilize their models freely. The core ideas are:
• Contribute to one global model by partial training at different clients.
• Share the identical part, which is used as the carrier of the information 

exchange.

60



Model Heterogeneity

61

Sub-model training (partial heterogeneity)

Train a large 
global model with 
heterogenous 
clients

𝐺𝐺

Sub-
models 
of G

Heterogeneous model aggregation (complete heterogeneity)

Enhance the performance of each client model 
through collaborative learning without modifying client 
model structures



FedGH

62
Yi et al. “FedGH: Heterogeneous Federated Learning with Generalized Global Header.” Proceedings of the 31st ACM 
International Conference on Multimedia, 2023. 

• Clients share the identical header and 
have their own feature extractors. 

• The header will be transmitted 
between the server and the clients.

• The information of the classes and 
their representation need to be 
uploaded to update the global header.



FedGH

• Results

63
Yi et al. “FedGH: Heterogeneous Federated Learning with Generalized Global Header.” Proceedings of the 31st ACM 
International Conference on Multimedia, 2023. 



FedGH

• The header only contains
limited information, leading to
unsatisfactory performance.

• Uploading representations and
class labels may have privacy
concerns.

64
Yi et al. “FedGH: Heterogeneous Federated Learning with Generalized Global Header.” Proceedings of the 31st ACM 
International Conference on Multimedia, 2023. 



pFedHR

• Public data usage

65
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 

Public Data

Training on the SVHN dataset with different public data.

Sensitive



pFedHR

66
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 



pFedHR
• Layer-wise Decomposition
• Function-driven Layer Grouping

o Measure the distance between each layers via CKA (centered kernel alignment)

o Conduct K-means-style algorithm to group layers of B models into K clusters.

• Reassembly Candidate Generation
o All the operation types should be included
o All the defined functions should be included
o The layer order should follow the natural order

67
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 



pFedHR
• Layer stitching

o We apply a simple MLP as the stitching layer to match the different dimensions of 
two consecutive layers.

o The simple MLP can also control the number of the parameters and maintain more 
information from the original models as much as possible.

• Similarity calculation
o We need to select  the best fitting teacher to guide the local model learning at the next 

communication round. In this case, we calculate the similarity of the logits from each pair 
of the local models and the candidate models:

68
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 



pFedHR
• Client Update:

69
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 



pFedHR

• Experiments

70
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 
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pFedHR

• Results

71
Wang et al. “Towards personalized federated learning via heterogeneous model reassembly.” 37th Conference on 
Neural Information Processing Systems, 2023. 



FedType

72
Wang et al. “Bridging Model Heterogeneity in Federated Learning via Uncertainty-based Asymmetrical Reciprocity 
Learning.” under review, 2024. 

Public Data
Usage

Sensitive
Information
Exchange

Communication
Efficiency



FedType

73
Wang et al. “Bridging Model Heterogeneity in Federated Learning via Uncertainty-based Asymmetrical Reciprocity 
Learning.” under review, 2024. 



FedType

74
Wang et al. “Bridging Model Heterogeneity in Federated Learning via Uncertainty-based Asymmetrical Reciprocity 
Learning.” under review, 2024. 



FedType

75
Wang et al. “Bridging Model Heterogeneity in Federated Learning via Uncertainty-based Asymmetrical Reciprocity 
Learning.” under review, 2024. 

FedType

Communication efficiency analysis



Model Heterogeneity

76

Sub-model training (partial heterogeneity)

Train a large 
global model with 
heterogenous 
clients

𝐺𝐺

Sub-
models 
of G

Heterogeneous model aggregation (complete heterogeneity)

Enhance the performance of each client model 
through collaborative learning without modifying client 
model structures

HeteroFL
FedRolex

FedGH, pFedHR
FedType
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FedAsync

• Motivation
oDifferent clients may have different capabilities to process 

and communicate.
oWhen handling massive edge devices, there could be a large number of 

stragglers. The synchronous mechanism could be slow.

78
Xie et al. “Asynchronous Federated Optimization.” 12th Annual Workshop on Optimization for Machine Learning
(OPT). 2020. 



FedAsync

79
Xie et al. “Asynchronous Federated Optimization.” 12th Annual Workshop on Optimization for Machine Learning
(OPT). 2020. 

• Step 0: scheduler triggers training through coordinator

• Step 1-2: worker receives model          from server via 
coordinator

• Step 3: worker computes local updates

• Step 4-6: worker pushes the locally updated model to server 
via the coordinator. Coordinator queues the models received 
in 5, and feeds them to the updater sequentially in 6

• Step 7-8: server updates the global model and makes it ready 
to read in the coordinator

• Step 1 and 5 operate asynchronously in parallel



FedAsync

• Selected Results

80
Xie et al. “Asynchronous Federated Optimization.” 12th Annual Workshop on Optimization for Machine Learning
(OPT). 2020. 

CIFAR-10 dataset. Alpha is the hyperparameter,  cons, 
poly, and hinge are different weighting functions to 
decide alpha_t.

Learning rate , Regularization weights



SWIFT
• Motivation:

o Synchronous nature of current decentralized FL algorithms, communication time per round, and 
consequently run-time, is amplified by parallelization delays. These delays are caused by the 
slowest client in the network.

o Some exiting research work either do not propagate models well throughout the network (via 
gossip algorithms) or require partial synchronization.

o These asynchronous algorithms rely on a deterministic bounded-delay assumption, which 
ensures that the slowest client in the network updates at least every τ iterations. This assumption 
is strong and worsen the convergence.

• Contribution: a novel wait-free decentralized FL algorithm that allows clients to 
conduct training at their own speed.

81
Bornstein et al. “SWIFT: Rapid Decentralized Federated Learning via Wait-Free Model Communication.” The 
Eleventh International Conference on Learning Representations (ICLR), 2023.



SWIFT

82
Bornstein et al. “SWIFT: Rapid Decentralized Federated Learning via Wait-Free Model Communication.” The 
Eleventh International Conference on Learning Representations (ICLR), 2023.



SWIFT

• Results

83
Bornstein et al. “SWIFT: Rapid Decentralized Federated Learning via Wait-Free Model Communication.” The 
Eleventh International Conference on Learning Representations (ICLR), 2023.
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Core Challenges of Federated Learning

• Communication Efficiency

• Privacy Concerns

• Heterogeneity
• Data/Statistical Heterogeneity
• Model Heterogeneity
• System Heterogeneity

85

Server

Client Client Client Client



Multimodal Federated Learning

86Che et al. "Multimodal federated learning: A survey." Sensors 23.15 (2023): 6986.



Fedmultimodal

87
Feng et al. “Fedmultimodal: A benchmark for multimodal federated learning.” Proceedings of the 29th 
ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD). 2023.



Fedmultimodal

88
Feng et al. “Fedmultimodal: A benchmark for multimodal federated learning.” Proceedings of the 29th 
ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD). 2023.



Domain-specific Federated Learning Systems

• Healthcare
• FLamby

89Terrail et al. "FLamby: Datasets and Benchmarks for Cross-Silo Federated Learning in Realistic Healthcare Settings." Advances in 
Neural Information Processing Systems, 2022.

How to train FL 
models with limited 

number of data?



Foundation Models + Federated Learning

• How to use foundation models to 
enhance client learning?

• Can we train a foundation model 
with federated learning?

90

FedCLIP

Zhuang et al. “When Foundation Model Meets Federated Learning: Motivations, Challenges, and Future Directions.” 
arXiv:2306.15546, 2023.
Lu et al. "FedCLIP: Fast Generalization and Personalization for CLIP in Federated Learning." IEEE Data Engineering Bulletin 2023.



Other Federated Learning Settings

91

Supervised Semi/weakly-Supervised Unsupervised



pFedKnow (Semi-supervised FL)

92Wang et al. "Knowledge-enhanced semi-supervised federated learning for aggregating heterogeneous lightweight clients in IoT." 
Proceedings of the 2023 SIAM International Conference on Data Mining (SDM). 2023.
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Thank You.
Any questions, please feel free contact Jiaqi Wang or Fenglong Ma 
via jqwang@psu.edu or fenglong@psu.edu

mailto:jqwang@psu.edu
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